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PAIR

People + Al Research

Bringing Design Thinking and HCI
to Machine Learning

opogle.ai/pair

Our work

What-If Tool: analyze an ML model without

writing code

¢ & H

Design & Machine Learning

RESEARCH » TEAMS & FOCUS AREAS » BRAIN TEAM »

People + Al Research (PAIR)

Human-centered research and design to make Al

partnerships productive, enjoyable, and fair.

About

The past few years have seen rapid advances in machine learning, with new

hieving dramatic in technical performan

But we can go beyond optimizing objective functions. By building Al systems
with users in mind from the ground up, we open up entire new areas of
design and interaction.

PAIR is devoted to advancing the research and design of people-centric Al
systems. We're interested in the full spectrum of human interaction with

machine intelli from support to everyday
experiences with Al.

Our goalis to do fundamental research, invent new technology, and create
frameworks for design in order to drive a human-centered approach to
artificialintelligence. And we want to be as open as possible: we're building
open source tools that everyone can use, hosting public events, and
supporting academics in advancing the state of the art.

GAN Playground

Explors GAN aining cyrarics with this

TensorFlows See how the world draws

HowL
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onthe web,

Forecasting earthquake
aftershock locations with Al-
assisted science

Macine learing-based foecasts may
e day hel deploy emergency services
andinform evacuaton pians for areas
riskof amattershock.

Our first PAIR Symposium

People + AlResearch Symposium brought
together acaderics,researchers and

your bromseror

ugmentedinteigence, model

A


https://ai.google/pair

Today's Agenda

What Is data visualization?
How does it work? What are some best practices?

How has visualization been applied to ML?
Overview of the landscape
Special case: high-dimensional data



Goals

Understand state of the art

Known best practices in visualization
Broad survey of existing applications to ML

Apply visualizations in your own situation
References to tools and libraries
References to literature



What i1s data visualization?

Transform data into visual encodings

What Is it good for?

Data exploration
Scientific insight
Communication
Education

How to ensure it works well?
Engage the visual system in smart ways
Take advantage of pre-attentive processing



What i1s data visualization?

Transform data into visual marks

What is it good for? How is it different from statistics?

DGFG e.xplo.rat.ion Vis: no specific question necessary
Scientific insight Classic Stats: you investigate a specific question*

Commqnication Vis & Stats: wonderful, complementary partners
Education

How to ensure it works well?
Engage the visual system in smart ways

Take advantage of pre-attentive processing
*0K, maybe not in EDA, but visualization is the
key technique there anyway!



Predates computers...



William Playfair (1786)

Exports and Imports to and from DENMARK & NORWAY from 100 to 1780
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Florence Nightingale (1858

. DIAGRAM er rue CAUSES or MORTALITY

APRIL 1855 10 MARCH 1856. IN THE ARMY IN THE EAST.

APRIL 1854 o MARCH 1855,

B
U

998y
Yhnye u;avﬂ"ao

The Areas of the blue; red, & black wedges are cach measured from
the cenlre as the commaon vertez.

The blue wedges. measured from the cenire of the circle represent area
Tor area the deaths from- Freveniidle or Mitigable Zymotew diseases, the
red wedges measwured from the cenire the deaths from wounds, &the
black wedges measured from the cenire the deaths from all other causes.

TTe Wlack tne across the ved triangle in Nov? 1854 marks the boundary
o the. deaths Trom all other cavses during the monih.

I Ortober 1654, & April 1855, the black area coincides wrtly the red,
v Janvary & February 7858 the blice concides with the black.

The entire areas may be compared by following the blue. theved & the
black lines enclosing than .

These charts led to the
adoption of better hygiene /
sanitary practices in military
medicine, saving millions of
lives.

Arguably the most effective
visualization ever!

This particular visualization
technique would be frowned
on today. Lesson: technique is
less important than having
the right data and right
message.

(Image: Wikipedia)



W. E. B. Du Bois (1900)

For 1900 World's Fair, a
compendium of
visualizations. Many new
chart types!

Excellent example of
visualization aimed at
political change.



https://qz.com/906774/w-e-b-du-bois-commissioned-beautiful-hand-drawn-data-visualizations-and-infographics-for-the-paris-world-fair/

What do these have in common?

Using special properties of the visual system to help us think.



What do these have in common?

Using special properties of the visual system to help us think.

Our visual system is like a GPU

- Incredibly good at a few special tasks
- With work, can be repurposed for more general situations



What do these have in common?

Using special properties of the visual system to help us think.

Our visual system is like a GPU

- Incredibly good at a few special tasks
- With work, can be repurposed for more general situations

All visualizations are made from a series of compromises.



How do visualizations work?



How do visualizations work?

Find visual encodings that

e (uide viewer's attention
e (Communicate data to the viewer
e |etviewer calculate with data

On computer
e Interactive exploration



How do visualizations work?

Find visual encodings that

e (uide viewer's attention
e (Communicate data to the viewer
e |etviewer calculate with data

On computer
e Interactive exploration



Encodings: some examples
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Edmund Halley, 1686

Comparison A (2012): US Wind Map

Comparison B (2013): Earth.nullschoal



http://hint.fm/wind/
https://earth.nullschool.net/

Encodings: some theory

From perceptual psychology:
different encodings have different properties.
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Encodings: some theory

Good for communicating exact values...
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Encodings: some theory

Good for communicating ratios...

Position

Length

Area

\I/
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Brightness

Hue
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Encodings: some theory

Good for drawing attention...

Position Length
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Special case: color scales

Intensively studied for decades...



Rogowitz & Treinish (1996)

Web article:

“Why Should Engineers and
Scientists Be Worried About Color?”

Conclusions:

e Rainbow scales: bad
e Thereisno “best” scale



Practically speaking...

When in doubt, use the "Color Brewer" site:
http://colorbrewer?.org

(Built by Cynthia Brewer, a cartographer)


http://colorbrewer2.org

Number of data classes:

3 i

T
T

Nature of your data: i
©sequential (diverging () qualitative
Pick a color scheme:

Multi-hue: Single hue:

i
i

Only show: i

~|colorblind safe
| print friendly
photocopy safe

Context:

“Iroads
cities

borders

-

Background:

©solid color
terrain

T

color transparency

3-class BuGn

o~
[O)

2

> @ < O

HEX

#e5f5f9
#99d8c9
#2ca25f

140dX3

=

© Cynthia Brewer, Mark Harrower and The Pennsylvania State University

O Source code and feedback
Back to Flash version
Back to ColorBrewer 1.0

(& axismaps



And study continues to this day...

A dive into a very recent paper (CHI 2018)

Somewhere Over the Rainbow: An Empirical Assessment
of Quantitative Colormaps

Yang Liu Jeffrey Heer
University of Washington University of Washington
Seattle, WA, USA Seattle, WA, USA

yliu0 @cs.washington.edu jheer@uw.edu



Color scales

Which is closer to the reference, A or B?

oranges lasma

viridis greys N
blues blues viridis
blueorange greens maima A 8

8
8
8
8

( a) (b) ( C) Figure 2: Experiment interface. Participants see a reference

stimulus along with two choices, and pick which of these
alternatives is closer in distance to the reference.

't

Figure 1: Colormaps under study. We evaluate four single-
hue, three perceptually-uniform multi-hue, a diverging, and
a rainbow colormap(s). We divide them into (a) assorted,
(b) single-hue and (c) multi-hue groups, with two colormaps
repeated across groups for replication.



Color scales

blues —_——
viridis —_—
blueorange —_——
jet —_—— Log Time (ms)
312 313 3!4 3?5 3i6
(a) Assorted Colormaps
blues —_——
greens e —,——
oranges S
greys —————— Log Time (ms)
312 313 314 315 3f6
(b) Single-Hue Colormaps
viridis —_——
plasma e ——
magma Log Time (ms)
312 313 3!4 3?5 356

(c) Multi-Hue Colormaps

blues ———
viridis ——
blueorange e g
jet —_— Error Rate
0% 5%  10% 1%  20%  25%
(a) Assorted Colormaps
blues —_—
greens —_———
oranges ————
greys —_— Error Rate
O‘I% 5‘I% 10I% 15I% 20I% 251%
(b) Single-Hue Colormaps
viridis ———
plasma —————
magma —— Error Rate
O‘I% 5‘I% 10I% 151% 20I% 25|%

(c) Multi-Hue Colormaps



Uh oh, colorblindness... (very common!)

viridis greys

blues blues viridis

|

blueorange greens magma

et oranges

r

Red-blind protonopia. See http://www.color-blindness.com/coblis-color-blindness-simulator/



http://www.color-blindness.com/coblis-color-blindness-simulator/

Guiding attention
Pre-attentive processing



Count the bs

987349790275647902894728624092406037070570279072
803208029007302501270237008374082078720272007083
247802602703793775709707377970667462097094702780
927979709723097230979592750927279798734972608027




Count the bs
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Theory: attention
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Misalignment

Blinking

Direction of motion

Phase of motion

(Colin Ware, Visual Thinking for Design)

Pre-attentive processing / "popout”

Under the right circumstances, visual search
can be parallel, rather than serial

Time to find target does not increase as
number of distractors increases



Pre-Attentive Processing

Color Shape




after Tufte



Layering & separation
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Theory: calculation



Calculation

Example: we naturally average sizes.
"Seeing Sets: Representation by Statistical Properties.” Dan Ariely (2001)

Set Test




Calculation

We can do weighted averages, too!
Example



https://finviz.com/map.ashx

(Temperature)

7500K

alculation

10000

Hertzsprung-Russell diagram (via Wikipedia)

Your eye is doing something like kernel density
estimation...

0.0001
0.000M

Source: Wikipedia




How do visualizations work
- 0n computers?



How do visualizations work
- 0N computers?

Beyond static representations

e [nteraction
e (onversation and collaboration



Theory: Interaction

Shneiderman “mantra”:

(1996: "The Eyes Have It: A Task by Data Type
Taxonomy for Information Visualizations")

e (verview first
e /oom and filter
e [etails on demand



Theory: Iinteraction

: y " There are many visual design guidelines but the basic
Shneiderman "mantra’”: principle might be summarized as the Visual Information

(1996: "The Eyes Have It: A Task by Data Type Seeking Mantra:

Overview first, zoom and filter, then details-on-demand

T8X0n0my for Information ViSUH”ZHtiOﬂS") Overview first, zoom and filter, then details-on-demand
] . Overview first, zoom and filter, then details-on-demand

o OVBFVIGW ﬂrSt Overview first, zoom and filter, then details-on-demand
PY Zoom and ﬂ|ter Overview first, zoom and filter, then details-on-demand

. Overview first, zoom and filter, then details-on-demand

* Detalls on demand Overview first, zoom and filter, then details-on-demand

Overview first, zoom and filter, then details-on-demand
Overview first, zoom and filter, then details-on-demand
Overview first, zoom and filter, then details-on-demand

Each line represents one project in which I found

E le: dot myself rediscovering this principle and therefore wrote it
Xample. ol maps down it as a reminder.


http://demographics.virginia.edu/DotMap/

The Racial Dot Map: One Dot Per Person for the Entire U.S.

demographics.virginia.edu/DotMap/

= Show Overlays

2010 Census Block Data
1 Dot = 1 Person

@ White
@ Black
@® Asian

@ Hispanic

. Other Race / Native
American / Multi-racial

P4
Gooagle e

Dustin A. Cable | University of Virginia | Weldon Cooper Center for Public Service | Reference Data by Stamen Design -

e | | ey


https://demographics.virginia.edu/DotMap/

Recap: How do visualizations work?

Find visual encodings that

e (uide viewer's attention
e (Communicate data to the viewer
e |etviewer calculate with data

On computer
e Interactive exploration



Some common techniques
That could help in the ML context...

From the simple...



Case study: the humble table

We've talked to many, many ML teams
Every one of them displayed data in tables

Good design can make a huge difference



Design thinking in action, a little movie:

Remove to improve data tables
Joey Cherdarchuk
DarkHorse Analytics

Remove
o improve

the data tables adition

(reated by Darkhorse Analytics www.darkhorseanalytics.com


https://www.darkhorseanalytics.com/blog/clear-off-the-table
https://www.darkhorseanalytics.com/blog/clear-off-the-table
https://www.darkhorseanalytics.com/blog/clear-off-the-table

Key points

Structure & hierarchy
Alignment

Typography
Color

These all apply to more complicated visualizations!



Some common techniques
That could help in the ML context...



Data density:
small multiples

Drought's Footprint

Haeyoun Park, Kevin Quealy
NY Times
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https://archive.nytimes.com/www.nytimes.com/interactive/2012/07/20/us/drought-footprint.html?_r=0
https://archive.nytimes.com/www.nytimes.com/interactive/2012/07/20/us/drought-footprint.html?_r=0

Across U.S. Companies, Tax Rates Vary Greatly

Last week, in a Congressional hearing, Apple got grilled for its low-tax strategy. But not every business can copy
that approach. Here is a look at what S.&P. 500 companies paid in corporate income taxes — federal, state, local
and foreign — from 2007 to 2012, according to S&P Capital IQ. Related Article »

Data
faceting

The Overall Picture  The View by Industry Find a company or industry...

Across U.S. Companies,

Effective tax rate 0% 10% 20% 30% 40% 50% = 60% N.A.
2007-12 ! ! ! [ [ 1 1 |
Google Inc. OVERALL
Effective tax rate 17% 29.1%
Taxes paid $9.68B
Earnings
S.&P. 500
companies

About one of every
seven companies had
an effective tax rate
lower than 10 percent,

Each circle represents
a company, sized by
its market
capitalization. The

Combining earnings
and taxes for all
S.&P. 500 companies
gives an effective tax

Three big energy firms
paid the most taxes in
absolute terms: Exxon
$146 billion; Chevron

Effective tax rates
cannot be computed
for several dozen
companies because

including Amazon at largest is Apple, at rate of 29.1 percent. $85 billion; and they lost money over
Ta X R at e S Va rv G re at |v 6 percent and Verizon more than $400 But rates vary widely ConocoPhillips $58 the six-year period. For
at 9 percent. Nine billion, with an by industry. billion. example, A.L.G. lost

M. Bostock, M. Ericson, D.
Leonhardt, B. Marsh
NY Times

companies paid no
taxes at all.

effective tax rate of 14
percent.

CHART KEY Color shows effective rate —-_— |

10 20 30

Show Industries

50%

$83 billion while
paying $8 billion in
taxes. These
companies are still
included in overall tax

| [— Size shows market capitalization - $1B © $10536c£§)%|at®5$1005


http://www.nytimes.com/interactive/2013/05/25/sunday-review/corporate-taxes.html?ref=sunday
https://archive.nytimes.com/www.nytimes.com/interactive/2013/05/25/sunday-review/corporate-taxes.html?ref=sunday
https://archive.nytimes.com/www.nytimes.com/interactive/2013/05/25/sunday-review/corporate-taxes.html?ref=sunday

Back to machine learning!



Opportunities for Vis

N

Formulate Acquire Prepare Implement Train Refine Deploy
Task Data . Data Model . Model Model . Model

Vis Opportunities

Source: Yannick Assogba



Frameworlk: visualization uses in ML

Training Data

Model Performance
Interpretability + model inspection
High-dimensional data

Education and communication

ok wihoE



1. Visualizing training data



Visualizing CIFAR-10

® O ® | 4 CIFAR-10and CIFAR-100 - x 2
<« C A [ https://www.cs.toronto.edu/~kriz/cifar.htm| e =
i Apps Y Bookmarks [ 3D [y P->E [ E->P & NEWSBR G G.BR [) HTMLEntitiesforsy [ ML [ Fractures {1 Other Bookmarks

< Back to Alex Krizhevsky's home page

The CIFAR-10 and CIFAR-100 are labeled subsets of the 80 million tiny images dataset. They were collected by Alex Krizhevsky, Vinod Nair, and
Geoffrey Hinton.

The CIFAR-10 dataset

The CIFAR-10 dataset consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. There are 50000 training images and 10000
test images.

The dataset is divided into five training batches and one test batch, each with 10000 images. The test batch contains exactly 1000 randomly-selected
images from each class. The training batches contain the remaining images in random order, but some training batches may contain more images from
one class than another. Between them, the training batches contain exactly 5000 images from each class.

Here are the classes in the dataset, as well as 10 random images from each:

airplane ﬁ. X » . .a‘
automobile EE'.E'“HE‘

bird
cat
deer
dog
frog
horse
ship

truck

The classes are completely mutually exclusive. There is no overlap between automobiles and trucks. "Automobile" includes sedans, SUVs, things of that
sort. "Truck" includes only big trucks. Neither includes pickup trucks.



CIFAR-10 Facets Demo
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Facets

Open-source visualization
pair-code.github.io/facets

Faceting

- Row-Based Faceting
Martial Status v

—_e® 6 :

Column-Based Facetng
e
Age v

—e 15

Positioning

I I Il'l"lllllh Married-civ-spouse

Color
1+ = . Married-spouse-absent

== Martial Status

e Ase
- T o I 8 I R
© Husband =R R R | I l ' I |l||- Widowed

® Not-in-family —
® Own-child
® Unmarried
® Wife (@)
® Other-relative —

Coloe By

Relationship -

Paletre

standard - | l l B ® « =« Never-married
Legend

+ 1+ Separated



Google Creative Lab

https://quickdraw

withgoogle.com/


https://quickdraw.withgoogle.com/
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https://quickdraw.withgoogle.com/data
https://quickdraw.withgoogle.com/data

When things look alike
across cultures

Machine Learning for Visualization
Let's Explore the Cutest Big Dataset
lan Johnson

South Africa

United States


https://medium.com/@enjalot/machine-learning-for-visualization-927a9dff1cab

And when they don't

South Africa Russia Brazil United States Germany

Visual Averages by Country
Kyle McDonald



https://twitter.com/kcimc/status/902229612666658816?lang=en

Outlets

Germany Malaysia

Visual Averages by Country
Kyle McDonald



https://twitter.com/kcimc/status/902229612666658816?lang=en

Finding nemo:
small multiples

Visual Averages by Country
Kyle McDonald
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https://medium.com/@enjalot/machine-learning-for-visualization-927a9dff1cab
https://twitter.com/kcimc/status/902229612666658816?lang=en

2. Performance monitoring (very briefly!)



Monitoring dashboards - apply standard visualization tools!

TensorBoard SCALARS ~ IMAGES ~ AUDIO  GRAPHS

Write a regex to create a tag group

Histogram Mode

OVERLAY OFFSET

Offset Time Axis
STEP. RELATIVE WALL

Runs

Write a regex to filter runs

X gradient

parameter

parameter/posterior/qw/loc/o
n_samples_1/20170530_141631

e

10 08 02 02 08

(O n_samples_1/20170530_141631
(O n_samples_5/20170530_141605

TOGGLE ALL RUNS
log

DISTRIBUTIONS ~ HISTOGRAMS ~ EMBEDDINGS  TEXT

50
0

250

ined_scale/0

parameter/posterior/qw/loc/0
n_semples_5/20170530_141605

gkt R

TensorBoard

Two examples among many...

I n_samples_5/20170530_141605

ined_scale/0

Stacked area piot

Visdom




3. Interpretability + model inspection



Convolutional NNs



Image classification: interpretability petri dish

Image classifiers are effective in practice

Exactly what they're doing is somewhat mysterious
And their failures (e.g. adversarial examples) add to mystery

But: Way easier to inspect what's going on in artificial classifiers than in human
classifiers ;-)

Since these are visual systems, it's natural to use visualization to inspect them
What features are these networks really using?
Do individual units have meaning?
What roles are played by different layers?
How are high-level concepts built from low-level ones?



Saliency maps - examples

Image Gradient Integrated Guided Backprop

Gradient x Image

More comparisons: https://pair-code.github.io/saliency/



Saliency maps

(a.k.a. "Sensitivity maps")

|dea: consider sensitivity of class to each pixel
i.e. grad(f), where fis function from pixels to class score.

Many ways to extend basic idea!
Layer-wise relevance propagation (Binder et al.)
Integrated gradients (Sundararajan et al.)
Guided backprop (Springenberg et al.)
etc.

Yet interpretation is slippery (Adebayo et al., Kindermans et al.)
Tend to be visually noisy. Are these sometimes Rorschach tests?
Are some of these methods essentially edge detectors?



Visualizing arbitrary neurons along the way to the top...

W“W
..,//, /==
. o Ml =5
W 8]
IOI A1)

@ DP

Gray: trying to maximize neural response. Colorful squares: maximal examples from an image data set

Visualizing and Understanding Convolutional Networks
Zeiler & Fergus, 2013



Understanding Neural Networks Through Deep Visualization

Yosinski et al., 2015

http://yosinski.com/deepvis
Flamingo Pelican Hartebeest Billiard Table

Ground Beetle Indian Cobra Station Wagon Black Swan



http://yosinski.com/deepvis

drawNet

placesCNN

| NESUZANE NS IS N \,
3 2 . \\z, N
= 1"""*"—————7,,,, —

drawNet

Torralba


http://brainmodels.csail.mit.edu/dnn/drawCNN/
http://brainmodels.csail.mit.edu/dnn/drawCNN/

Deep Dream

deepdream
Mordvintsev, Tyka, Olah


https://github.com/google/deepdream
https://github.com/google/deepdream

Combining these
Interpretability
ideas to create new
visualizations

The Building Blocks of
Interpretability

Olah, Satyanarayan, Johnson, Carter,
Schubert, Ye, Mordvintsev

mixed3a

INPUT IMAGE

INPUT IMAGE

To understand multiple layers together,
we would like each layer's factorization
to be "compatible"—to have the groups
of earlier layers naturally compose into
the groups of later layers. This is also
something we can optimize the
factorization for.

= positive influence
negative influence

OUTPUT CLASSES
Labrador Retriever
Golden Retriever
Tennis Ball
Rhodesian Ridgeback

Appenzeller

mixed4a

MIXEDAA

(= 8groups

&
]
G
QQ
B
£
&
®

ATTRIBUTION BY FACTORIZED GROUPS

MIXED4D

O 4 groups

OUTPUT FACTORS

Labrador Retriever

Golden Retrieve
Beagle
Kuvasz

Redbone

mixed4d

r

OUTPUT CLASS

Align layer factors.

beagle

Labrador

retriever

ynx

tennis ball
] Tiger
= Tiger Cat
e Lynx
— Collie
— Border Collie

J

|

mixed5a



https://distill.pub/2018/building-blocks/
https://distill.pub/2018/building-blocks/

Going From Visualization to Interpretation

Top Activated Images Interpretation: head Score: 0.23

I
I 5x5 conv, 256, pool/2 ] ]
—a v - Top Activated Images Interpretation: lamp  Score: 0.15
v |
3x3 conv, 384 Unit 2 o
| n | ® a L3 ,
XX 9 Q09
[ fc, 4096 . ]
Top Activated Images Interpretation: car Score: 0.02
[ fc, 4096 | - S
| fc, 1000 |

Interpreting Deep Visual Representations


http://people.csail.mit.edu/bzhou/ppt/presentation_ICML_workshop.pdf

RNNs



Visualizing text sequences, colored by activations of a cell

Cell sensntlve to posmon |n line:

BheBe'rezina lies in thelFaectE
thienfallacy of all the plans fionG
soundness of the only possible

) general mass of the army

y to follow the enemy up. The French crowd f

L and all its energy was directed
wounded animal and it was impossi
as shown not so much by the arrangements it
took place at the bridges. When the bridg

] le from Moscow and women with chlldren

, all--carried on by vis inertiae- -

the ice-covered water and did not})

Cell that turns on inside quotes:

The Unreasonable Effectiveness of Recurrent Neural Networks
Karpathy, 2015


http://karpathy.github.io/2015/05/21/rnn-effectiveness/
http://karpathy.github.io/2015/05/21/rnn-effectiveness/

Cell that robustly activates inside if statements:

The Unreasonable Effectiveness of Recurrent Neural Networks
Karpathy, 2015



SquSeq Vis  dielingsten reisen fangen an , wenn es auf den straBen dunkel wird . S e q 2 S e q _VI S .

Encwords: | die |lingten reisen fangen | an , wenn es auf  den straen dunkel wird =~ .

Visual Debugging

o € change:
2 . Cl attn
the longest travel begins when it gets to  the streets . TO O | fo r S e q U e n C e -
topK: | the longest travel when when | it daposs to | the streets . Fcompare:
and oldest trips will if they gets dark a roads in SaniE S
so tallest joumeys begins the bewomes buried shore road  of swap: tO - e q U e n C e
well russians travels begin as there grows into heaven street =

you icons journey start in | this comes. in its city to MOdelS
Strobelt, 2018

when it
&apos;s  going. to
begins when it 5
in the streets.
gets to the streets. . buried

the longest. travel on the streets

begin when it &apos;s  going to be
<s> and the longest in the streets
s0

well

&apos;s  going. to
will start when it go to the streets the

gets to the streets
decoder v

s show: highlight:

das sicherheit wird ,wenn es i ich ist , dass es nicht richtig funktioniert .

<s> security theater &apos;s when it &apos;s obvious that it &apos;s not working properly . </s>

&quot; was wiirde passieren , wenn ich fiir jedes <unk> paar dieser schuhe, genau das gleiche paar jemandem gebe , der gar keine schuhe besitzt ? &quot;

<s> &quot; what would [ 117 1 if every time someone bought a pair of these shoes i gave exactly the same pair to someone who doesn &apos;t even own a pair of shoes ? &quot; E X a | n e 0 d e |
. letzten endes kann das nur erreicht werden , wenn unsere internationalen institutionen gut genug arbeiten und das schaffen kénnen .
L <s>now, in the end, that can only beMifyour' i instituti work well enough to be able to do so . </s> d e C i S i 0 n S

when &quot; verwenden tiere ihre schwénze , wenn sie mauern <unk> ? &quot;

it . <s>&quot; do animals use their [/ when they climb up walls ? &quot; </s>

en klavierschaltkreis verschiedenen leuten gebe . C 0 n n e Ct d e C i S i O n S to
when you give the piano circuit to people . </s> p re\/i 0 U S e X a m p I e S

das passiert wenn jesse daran denkt seine hand zu <unk> und zu schlieBen , oder ellbogen beugen oder strecken .

genial ist,, was passiert , wenn ich di

<s>what &apos;s awesome is what

trayel
<s> this is what 1111 when jesse thinks open and close his hand , or bend or <unk> your elbow . </s>

s —— e Test alternative

was wiirde passieren , wenn sie an die unterseite des blattes kletterten und es kame eine <unk> oder wir wiirden das blatt schiitteln ? &quot;

begns " <s>and what would [[Z71 if they climbed on the underside of that leaf , and there was some wind, or we shook it ? d ec | S | ons

das untere bild zeigt , was passiert , wenn der kérper sich nicht mehr bewegt und das tier beginnt, eine <unk> gerit oder einen <unk> zu kontrollieren .



Statistics View @ Epoch: (BT Epoch View ‘D Episode count: 20  Step: [ 127 ,1989] Reward: [3 , 404 |

average_reward nr_games average_q ‘ loss bouncing gcuciidisuiutio step ‘
0] (120,262 g | ! ] (120,4014) ‘ | ‘ @ L|nk|ng mUItlple
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Fig. 1. DQNViz: (a) the Statistics view presents the overall training statistics with line charts and stacked area charts; (b) the Epoch
view shows epoch-level statistics with pie charts and stacked bar charts; (c) the Trajectory view reveals the movement and reward
patterns of the DQN agent in different episodes; (d) the Segment view reveals what the agent really sees from a selected segment.



4. High-dimensional data



Why high-dimensional data?

Vectors spaces are the lingua franca of much of ML these days
Data such as images, audio, video is naturally high-dimensional
Dense representations of discrete data (e.g. word embeddings) have had major
successes



Why is it hard”? Because it's impossible



Why Is it hard? Because it's impossible

See Every Map Projection, Bostock.



https://bl.ocks.org/mbostock/29cddc0006f8b98eff12e60dd08f59a7

Main approaches

Linear
Principal Component Analysis
Visualization of Labeled Data Using Linear Transformations (Koren & Carmel)

Non-linear (just a few of many)
- Multidimensional scaling
Sammon mapping
- Isomap
- t-SNE
- UMAP


http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.156.8138&rep=rep1&type=pdf

Main approaches

Linear
Principal Component Analysis (show as much variation in data as possible)
Visualization of Labeled Data Using Linear Transformations (clusters match labels)

Non-linear (just a few of many) —
- Multidimensional scaling

Sammon mapping
Isomap —— Minimize distortion, according to some metric

- t-SNE
- UMAP



http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.156.8138&rep=rep1&type=pdf

t-SNE

Visualizing Data using t-SNE

Laurens van der Maaten LVDMAATEN@GMAIL.COM
Ticc

Tilburg University

P.O. Box 90153, 5000 LE Tilburg, The Netherlands

Geoffrey Hinton HINTON@CS.TORONTO.EDU
Department of Computer Science

University of Toronto

6 King's College Road, M5S 3G4 Toronto, ON, Canada



t-SNE

Fairly complex non-linear technique

Uses an adaptive sense of "distance.” Translates well between geometry of high- and
low-dimensional space

Has become a standard tool, so we'll spend some time discussing how to read it.



Demo: MNIST visualization

Embedding Projector
Open Source visualization tool

Also available on Tensorboard
projector.tensorflow.org/

/
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https://projector.tensorflow.org/

"Close reading” a visualization technique

How to Use t-SNE Eftectively What's the right way to understand

Although extremely useful for visualizing high-dimensional data, t-SNE plots

can sometimes be mysterious or misleading. By exploring how it behaves in a " m a g | C " V| S u a | | VA at | 0 n te C h n | q u e 9

simple cases, we can learn to use it more effectively.

Step Points ged in 3
5,000 ollowing il kn
Differe may gi
ber Of Points 50 differ Its.
) GD sh ‘
Perplexity 10
®
55555555
®

See Distill article


http://distill.pub/2016/misread-tsne/
http://distill.pub/2016/misread-tsne/
https://distill.pub/2016/misread-tsne/

"Close reading” a visualization technique

How to Use t-SNE Eftectively What's the right way to understand

Although extremely useful for visualizing high-dimensional data, t-SNE plots

can sometimes be mysterious or misleading. By exploring how it behaves in a " m a g | C " Vl S u a | | VA at | 0 n te C h n | q u e 9

simple cases, we can learn to use it more effectively.

More visualization, of course!

Step Points ged in 3
5,000 ollowing il kn
Differe may gi
ber Of Points 50 difrey Its:
® G2 sh
Perplexity 10
®

ssssssss


http://distill.pub/2016/misread-tsne/
http://distill.pub/2016/misread-tsne/

Those hyperparameters really matter

Original



Those hyperparameters really matter

Original

Perplexity: 2
Step: 5,000
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Perplexity: 5
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Perplexity: 30
Step: 5,000

e

Perplexity: 50
Step: 5,000

Perplexity: 100
Step: 5,000



Cluster sizes in a t-SNE plot mean nothing

Original



Cluster sizes in a t-SNE plot mean nothing
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Distances between clusters may not mean much

Original



Distances between clusters may not mean much
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You can see some shapes, sometimes



You can see some shapes, sometimes
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Let's try this out with MNIST
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artifacts.




may not actually be.

r

Clusters seem about equally far

The 4's may not be separated into
apart in 30;

two clusters.




The clusters of 1's probably is long
and thin.




UMAP: New kid on the block

UMAP: Uniform Manifold
Approximation and Projection for
Dimension Reduction

Leland MclInnes and John Healy
Tutte Institute for Mathematics and Computing

leland .mcinnes@gmail.com jchealy@gmail .com

February 13, 2018



UMAP: New kid on the block

Practical value
Faster than t-SNE
Can efficiently embed into high dimensions (i.e. useful not just for visualization)
Often seems to capture global structure better



UMAP: New kid on the block

Practical value
Faster than t-SNE
Can efficiently embed into high dimensions (i.e. useful not just for visualization)
Often seems to capture global structure better

Theory
Roughly: manifold learning combined with explicit topology
In detail: | don't completely understand the theory!
This note does an amazing job of extracting key bits of UMAP paper:
https://www.math.upenn.edu/~jhansen/2018/05/04/UMAP/



UMAP: New kid on the block

& (; Comparison of UMAP (left) and t-SNE (right) from Mclnnes
1070 5| EES ) & Healy.
O
P b o Global structure does seem to emerge more in UMAP.
- ®
For more
§ Qe A

Let's compare in real-time on an audio data set!
Comparative Audio Analysis With Wavenet, MFCCs, UMAP,
t-SNE and PCA

(Leon Fedden)



https://medium.com/@LeonFedden/comparative-audio-analysis-with-wavenet-mfccs-umap-t-sne-and-pca-cb8237bfce2f
https://medium.com/@LeonFedden/comparative-audio-analysis-with-wavenet-mfccs-umap-t-sne-and-pca-cb8237bfce2f

Putting this together

The Beginner's Guide to Dimensionality Reduction
Matthew Conlen and Fred Hohman

https://idyll.pub/post/dimensionality-reduction-293e465c2a3443e8941b016d/
(just Google "Beginner's Guide to Dimensionality Reduction")



https://idyll.pub/post/dimensionality-reduction-293e465c2a3443e8941b016d/

Pitfalls of high-dimensional space

Geometry of high-dimensional space holds many surprises...
Be careful about interpreting visualizations!

Adding "usually,” "'most," and "approximately” where appropriate:

Two random vectors are perpendicular

A standard Gaussian distribution is just a uniform distribution on a sphere
A random matrix is a scalar multiple of an orthogonal matrix

Random walks all have the same shape



Example: PCA of gradient descent trajectories

: 7/
@up= Oiol PC; 1,2 | - -:b)-o; ;0(;:01: PCs 1,2
§ ¥
(d) MNIST :‘0.5; PCs ;, 2 -‘ (e) 1:/[NIS"I‘ w 210.9; PCs 1,2

Lorch, Visualizing Deep Network
Training Trajectories, 2017

2nd PCA component: 6.33 %

2nd PCA component: 15.04 %
! !

o 5 10 15 20 25 - — o 5 10 15 - 20 25 30
1st PCA component: 24.57 % 1st PCA component: 87.78 %

(a) SGD,WD=5¢-4

2nd PCA component: 11.04 %
! !
2nd PCA component: 8.72 %

80 100 120 140 5 = 2
lst PCA component 73.65 % lst PCA component 81 87 ‘V

(c) SGD, WD=0

Li et al, Visualizing the Loss Landscape
of Neural Nets, 2018



How to interpret”? Compare random walks
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PCA, PCA, PCA; PCA,

Antognini, Sohl-Dickstein. 2018

It turns out that principal components of a random walk in a
high-dimensional space are (probably, approximately) cosines of
various frequencies! (Antognini, Sohl-Dickstein)

Can also see this via Karhunen-Loeve theorem for Brownian
motion.

Important: This doesn't invalidate work that uses PCA to look at
SGD trajectories. But it changes how we read the visualizations:
the interesting parts are differences from Lissajous patterns,
not similarities.


https://arxiv.org/abs/1806.08805

Lesson

If you see something interesting in
high-dimensional space...

compare to a random baseline!



Model interpretability example

Multi-lingual translation
What does the language embedding space look like?

https://arxiv.org/abs/1611.04558
Google's Multilingual Neural Machine Translation System: Enabling Zero-Shot Translation

Melvin Johnson, Mike Schuster, Quoc V. Le, Maxim Krikun, Yonghui Wu, Zhifeng Chen, Nikhil Thorat, Fernanda Viégas,
Martin Wattenberg, Greg Corrado, Macduff Hughes, Jeffrey Dean



Training:  English « — Japanese
English <« — Korean
Japanese «<— — Korean (zero shot)

Training

[ English ] [ English ]

Google Neural
Machine Translation

[ Japanese ] [ Japanese ]

[ Korean ] [ Korean ]




Visualize internal representation ("embedding space")

GPUS8 GPUS8
8ilayers

GPU3

s GPU3

GPU2 GPU2

i GPU1




Research question
What does the multi language embedding space look like?”

Note: not real data



What does a sentence look like in embedding space?
(points in 1024-dim space: the data that the decoder receives)

E.g. “The stratosphere extends from 10km to 50km in altitude”



What does a sentence look like in embedding space?

50,
10&g,
altitude @)
to, . in
The @ from@
extends @
stratosphere .

Note: simplification of real situation!



What does a sentence look like in embedding space?

50,

The
extends

stratosphere



What do parallel sentences look like in embedding space?
(same meaning, different language)

like this?

<2pt> The

® English
stratosphere o Portuguese



What do parallel sentences look like in embedding space?
(same meaning, different language)

or like this?

® English
@ Portuguese



Interlingua?

Sentences with the same meaning mapped to similar regions regardless of language!
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Distance between bridge / non-bridge sentences is inversely related to translation quality
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Figure 3: (a) A bird’s-eye view of a t-SNE projection of an embedding of the model trained on
Portuguese—English (blue) and English—Spanish (yellow) examples with a Portuguese—Spanish zero-
shot bridge (red). The large red region on the left primarily contains the zero-shot Portuguese—Spanish
translations. (b) A scatter plot of BLEU scores of zero-shot translations versus the average point-wise distance
between the zero-shot translation and a non-bridged translation. The Pearson correlation coefficient is —0.42.



h. Education and communication



Education & communication
for technical audiences



TensorFlow Playground

playground.tensorflow.org

DATA

Which dataset do
you want to use?

©)

Ratio of training to
test data: 50%

Noise: 0

e

Batch size: 10
— e

REGENERATE

INPUT + — 2 HIDDEN LAYERS OUTPUT
Which properties do r Test loss 0.013
you want to feed in? 0 & i Training loss 0.013
5 neurons 5 neurons a

Ll
sin(X,) - This is the output mixed with varying
/ // from one neuron. weights. shown
/ Hover to see it by the thickness of Colors shows
. ‘ larger. the lines. data, neuron and — ! —'
sin(X;) weight values. ' g !

[J Showtestdata [J] Discretize output



GAN Lab

https://poloclub.github.io/ganlab/

Gradients
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https://poloclub.github.io/ganlab/
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Aug. 14, 2018 Distill Update 2018

EDITORIAL | An Update from the Editorial Team

July 25,2018 Differentiable Image
Parameterizations

A powerful, under-explored tool for neural network
visualizations and art.

July 9, 2018 Feature-wise transformations
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conditioning mechanisms.
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March 6, 2018 The Building Blocks of
Interpretability
Interpretability techniques are normally studied in
isolation. We explore the powerful interfaces that arise
when you combine them—and the rich structure of
this combinatorial space.

Dec. 4, 2017 Using Artificial Intelligence to A A , . p
e Augment Human Intelligence A-A-A éA AA Editors: Carter, Olah, Satyanarayan
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https://distill.pub/
https://distill.pub/

A Visual Exploration of
Gaussian Processes

How to turn a collection of small building blocks into a versatile tool for solving
regression problems.

Regression is used to find a function (line)
that represents a set of data points as closely
as possible

A Gaussian process is a probabilistic

method that gives a confidence
for the predicted function



Education & communication
for non-technical audiences



Attacking discrimination with smarter machine learning

research.google.com/bigpicture/attacking-discrimination-in-ml

Simulating loan decisions for different groups
Drag the black threshold bars left or right to change the cut-offs for loans
Click on different preset loan strategies.

Loan Strategy Blue Population Orange Population
Maximize profit with:

0 0 200 30 40 5 60 70 8 90 100 0 0 20 30 40 50 60 70 8 90 100

loan threshold: 50 loan threshold: 50

No constraints

GROUP UNAWARE

Blue and orange thresholds
are the same

Transform math into a visual,

- interactive simulation that can be

Same fractions blue / orange loans denied loan / would default granted loan / defaults denied loan / would default granted loan / defaults
to people who can pay them off denied loan / would pay back [JJlj Il sranted foan / pays back denied loan / would pay back [JJ}J lll granted loan / pays back d b b d f | h | d
Total profit = 19600 y
Correct 76% Incorrect 24% Correct 87% Incorrect 13% .
Sacamatomrg  bawdmet oo cessiosens ket such as nolicymakers and reeulators
applicants and denied applicants and granted applicants and denied applicants and granted -
to defaulters to defaulters to defaulters to defaulters
000000000000000 cossdlssssso0ee
889888890888338
Rggooooooom
True Positive Rate 92% Positive Rate 66% True Positive Rate 78% Positive Rate 41%
percentage of paying percentage of all percentage of paying percentage of all
applications getting loans  applications getting loans applications getting loans  applications getting loans

ot Pz Wattenberg, Viégas, Hardt. 2016


http://research.google.com/bigpicture/attacking-discrimination-in-ml/
http://research.google.com/bigpicture/attacking-discrimination-in-ml/

Google Creative Lab
https://quickdraw.withgoogle.com/



https://quickdraw.withgoogle.com/

® ©® £ quick, Draw! x  +

¢ C {} @& httpsy//frontend-e9ce.. Q % @ B ® HE ©
On Quickdraw, users draw i Apps [E] Cetting Started 3§ Developer Worldlow 3§ https/jsidpacmiv... [ health insurancec...  »
common objects (e.g.
avocado), then see if the
algorithm has correctly
recognized the object.

You were asked to draw avocado, and
the neural net did not recognize it.



You were osked to drow avocodo

After use rs see the You drew this, and the neural net didn't recognize it.
recognition result,
Quickdraw shows

visual examples to help

users understand the
algorithm’s reasoning.

What does it think avocado looks like?
It learned by looking at these examples drawn by other people.

For example, it shows
examples of what >
typical avocados look like.

NSNS
16U® )=
o ele



It also shows a visual diff
between the user’s
drawing and the
most-similar drawings
from alternative classes.

You were osSked to drow oavocodo

You drew this, and the neural net didn't recognize it.

It thought your drawing looked more like these:



Yov were asked to drow pee

You drew this, and the neural net didn't recognize it.

It thought your drawing looked more like these:

Closest match 2* closest match 3% closest match

seo turtle mouse Shork

Compare user input to
classes system thought
were closest



Show examples of what the
system expected for the class
in question

lllustrate latent space to users
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Abadi, et al., 2016 [27] arXiv
Bau, et al., 2017 [28] CVPR
Bilal, et al., 2017 [29] TVCG
Bojarski, et al., 2016 [30] arXiv
Bruckner, 2014 [31] MS Thesis
Carter, et al., 2016 [32] Distill
Cashman, et al., 2017 [33] VADL
Chae, et al., 2017 [34] VADL
Chung, et al., 2016 [35] FILM
Goyal, et al., 2016 [36] arXiv
Harley, 2015 [37] ISVC
Hohman, et al., 2017 [38] CHI
Kahng, et al., 2018 [39] TVCG
Karpathy, et al., 2015 [40] arXiv
Li, et al., 2015 [41] arXiv
Liu, et al., 2017 [14] TVCG
Liu, et al., 2018 [42] TVCG
Ming, et al., 2017 [43] VAST
Norton & Qi, 2017 [44] VizSec
Olah, 2014 [45] Web
Olah, et al., 2018 [46] Distill
Pezzotti, et al., 2017 [47] TVCG



https://arxiv.org/pdf/1801.06889.pdf
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https://arxiv.org/pdf/1801.06889.pdf
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Resources

ML-specific

Stanford CS 231

Sequences

Seq2Seq-vis
LSTMvis

Embedding Projector
Facets
| obe.ai

A Survey: Visual Analytics in

Deep Learning (Hohman et al)

General visualization & design

Tableau (desktop app)
- Commercial
State of the art
Industrial-strength

RawGraphs (web)
Flourish.studio (web)

Color Brewer

Coblis
Colorblindness simulator

Implementation

D3

See also blocks.org
Notebooks
Observable

Jupyter’
Matplotlib
Three.js
Kepler.gl
Plotly



http://cs231n.stanford.edu/slides/2018/cs231n_2018_lecture13.pdf
http://seq2seq-vis.io/
http://lstm.seas.harvard.edu/
https://projector.tensorflow.org/
https://pair-code.github.io/facets/
https://lobe.ai/
https://arxiv.org/pdf/1801.06889.pdf
https://arxiv.org/pdf/1801.06889.pdf
https://www.tableau.com/
https://rawgraphs.io/
https://flourish.studio/
http://colorbrewer2.org/#type=sequential&scheme=BuGn&n=3
https://www.color-blindness.com/coblis-color-blindness-simulator/
https://d3js.org/
https://bl.ocks.org/
https://beta.observablehq.com/
http://jupyter.org/
https://matplotlib.org/
https://threejs.org/
http://kepler.gl/#/
https://plot.ly/

Vlsuahzatlon for Machme Learnlng
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Fernanda Viegas  (@viegasf
Martin Wattenberg (@wattenberg
Google Brain



